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SET-I 

Q.1) What do you mean by addressing modes? List the different 
types of addressing modes. 

Answer : Addressing Modes 
Addressing modes are techniques used to specify the location of data to be accessed 
by an instruction. They determine how the effective address of an operand is 
calculated, which is crucial for efficient and flexible memory access in computer 
systems. 
Types of Addressing Modes 
Here are some common types of addressing modes: 

1. Immediate Addressing: 
o The operand itself is directly included in the instruction. 
o No memory access is required to fetch the operand. 
o Example: ADD R1, #5 (Add the immediate value 5 to register R1) 

2. Direct Addressing: 
o The address of the operand is directly specified in the instruction. 
o A single memory access is required to fetch the operand. 
o Example: LOAD R1, 100 (Load the value at memory location 100 into register 

R1) 
3. Indirect Addressing: 

o The address of the operand is stored in a memory location, and the address of 
that memory location is specified in the instruction. 

o Two memory accesses are required: one to fetch the address and another to 
fetch the operand. 

o Example: LOAD R1, (200) (Load the value at the memory location whose 
address is stored at memory location 200 into register R1) 

4. Register Addressing: 
o The operand is stored in a register. 
o No memory access is required to fetch the operand. 
o Example: ADD R1, R2 (Add the contents of register R2 to register R1) 

5. Register Indirect Addressing: 
o The address of the operand is stored in a register. 
o A single memory access is required to fetch the operand. 
o Example: LOAD R1, (R2) (Load the value at the memory location whose 

address is stored in register R2 into register R1) 
6. Indexed Addressing: 

o The effective address of the operand is calculated by adding a constant offset 
to the contents of an index register. 

o Used for accessing array elements. 
o Example: LOAD R1, 100(R2) (Load the value at the memory location 100 + 

the contents of register R2 into register R1) 
7. Base Register Addressing: 

o The effective address is calculated by adding a constant offset to the contents 
of a base register. 

o Used for accessing data relative to a base address. 
o Example: LOAD R1, 100(R3) (Load the value at the memory location 100 + 

the contents of register R3 into register R1) 
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8. Displacement Addressing: 
o The effective address is calculated by adding a constant displacement to the 

program counter (PC). 
o Used for accessing instructions and data relative to the current instruction. 
o Example: LOAD R1, 10(PC) (Load the value at the memory location 10 bytes 

after the current instruction into register R1) 
The choice of addressing mode affects factors like instruction length, memory access 
time, and the complexity of the instruction set architecture. By carefully selecting 
appropriate addressing modes, designers can optimize the performance and efficiency 
of computer systems. 
 

Q.2)What are the functions of the control unit? Explain. 

Answer : The Control Unit (CU) is a crucial component of a Central Processing Unit 
(CPU), acting as the brain that orchestrates the computer's operations. It directs and 
coordinates the activities of all other components, ensuring the smooth execution of 
instructions. 
Key Functions of the Control Unit: 

1. Instruction Fetching: 
o The CU initiates the process by fetching the next instruction from the 

main memory. 
o It determines the memory address where the instruction is stored and 

sends a signal to the Memory Address Register (MAR) to specify the 
location. 

o The Memory Unit retrieves the instruction and places it in the Memory 
Data Register (MDR). 

o The CU then transfers the instruction from the MDR to the Instruction 
Register (IR) for decoding. 

2. Instruction Decoding: 
o The CU decodes the fetched instruction to interpret its meaning and 

determine the necessary operations. 
o It breaks down the instruction into smaller, simpler operations that the 

CPU can understand. 
3. Instruction Execution: 

o Once the instruction is decoded, the CU generates control signals to 
activate specific components and perform the required operations. 

o This may involve:  
 Data Transfer: Moving data between registers, memory, and 

input/output devices. 
 Arithmetic and Logical Operations: Performing calculations or 

logical operations on data. 
 Control Flow: Altering the sequence of instruction execution 

based on conditions or jumps. 
4. Timing and Control: 

o The CU generates timing signals to synchronize the activities of 
different components. 

o It ensures that operations are performed in the correct order and at the 
appropriate time. 

o It coordinates the flow of data between the CPU, memory, and 
input/output devices. 
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 Error Detection and Handling: 
o The CU monitors the system for errors, such as 

memory errors or invalid instructions. 
o If errors are detected, it can initiate error recovery 

procedures, such as retrying the operation or halting 
the program. 

In essence, the Control Unit acts as the central nervous system of the 
computer, ensuring that all operations are executed accurately and 
efficiently. It coordinates the complex interactions between the CPU's 
various components, enabling the execution of programs and the 
processing of information. 
 

Q.3) Explain the concept of memory interleaving. 

Memory Interleaving: A Technique for Faster Memory Access 

Memory interleaving is a technique used to improve memory access performance by 
dividing the physical memory into multiple memory modules or banks. These modules 
operate independently, allowing the system to access multiple memory locations 
simultaneously. This parallel access can significantly reduce memory access latency and 
increase overall system performance. 

How Memory Interleaving Works: 

1. Memory Division: The physical memory is divided into multiple modules, each 
with its own address space. 

2. Address Mapping: The memory controller maps consecutive memory addresses 
to different modules. This ensures that consecutive memory accesses are directed 
to different modules. 

3. Parallel Access: When the CPU requests data from memory, it can access multiple 
modules simultaneously. This reduces the effective memory access time. 

Benefits of Memory Interleaving: 

 Improved Performance: By allowing parallel access to memory, interleaving can 
significantly reduce memory access latency. This is especially beneficial for 
applications that require frequent memory access, such as data processing and 
multimedia applications. 

 Increased Throughput: With multiple memory modules working in parallel, the 
system can handle more memory requests simultaneously, increasing overall 
system throughput. 

 Reduced Memory Bottlenecks: Interleaving helps alleviate memory bottlenecks 
by distributing the memory access load across multiple modules. This can improve 
the overall performance of the system. 

Types of Memory Interleaving: 

1. Low-Order Interleaving: 

a. The least significant bits of the memory address are used to select the 
memory module. 

b. This is the most common type of interleaving, as it provides a simple and 
effective way to distribute memory accesses. 
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2. High-Order Interleaving: 

a. The most significant bits of the memory address are used to select the 
memory module. 

b. This can be less efficient than low-order interleaving, as it may lead to 
more sequential accesses to the same module. 

Limitations of Memory Interleaving: 

i) Increased Complexity: Implementing memory interleaving requires 
additional hardware and software complexity. 

ii) Cost: Adding more memory modules can increase the overall cost of the 
system. 

iii) Limited Scalability: The benefits of memory interleaving may diminish 
as the number of memory modules increases, due to limitations in the 
memory controller and system bus. 

While memory interleaving is a powerful technique for improving memory 
performance, it is important to consider its limitations and the specific requirements of 
the application before implementing it. 
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Q.4) Write a note on DVD. 

Answer : DVD: A Versatile Digital Storage Medium 

A DVD (Digital Versatile Disc or Digital Video Disc) is a type of optical disc storage 
format that became popular in the late 1990s and early 2000s. It offers significantly 
higher storage capacity than CDs while maintaining the same physical dimensions. 

How DVDs Work: 

DVDs use a laser beam to read and write data onto a reflective layer embedded within 
the disc. The laser beam focuses on tiny pits and lands on the disc's surface. The 
reflection of the laser beam, modulated by the pits and lands, is detected by a sensor 
and converted into digital data. 

Types of DVDs: 

1. DVD-ROM: This is the most common type of DVD, used for storing pre-
recorded content such as movies, music, and software. It can only be read, not 
written to. 

2. DVD-R: A write-once disc that allows you to record data once. 

3. DVD-RW: A rewritable disc that can be erased and re-recorded multiple times. 

4. DVD+R: A write-once disc similar to DVD-R. 

5. DVD+RW: A rewritable disc similar to DVD-RW. 

6. DVD-RAM: A rewritable disc with a longer lifespan and faster write speeds 
than DVD-RW and DVD+RW. 

Key Features of DVDs: 

 High Storage Capacity: DVDs can store significantly more data than CDs, 
making them suitable for storing high-definition video, large software 
applications, and other multimedia content. 

 Versatility: DVDs can be used for various purposes, including storing movies, 
music, games, software, and data files. 

 Durability: DVDs are relatively durable and resistant to scratches and dust, 
ensuring long-lasting data storage. 

 Wide Compatibility: DVD players and drives are widely available and 
compatible with a variety of devices, including computers, game consoles, and 
standalone DVD players. 

Decline in Popularity: 

While DVDs were once a dominant format for storing and distributing digital media, 
their popularity has declined in recent years due to the rise of digital streaming 
services and high-capacity storage devices like hard drives and solid-state drives. 
However, DVDs continue to be used for archiving purposes, physical media 
collections, and certain niche applications. 
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Q.5) Describe briefly PCI bus and its importance. 

Answer: The Peripheral Component Interconnect (PCI) bus is a local computer 
bus standard for attaching hardware devices to a computer. It was introduced in 
1992 by Intel and became a popular standard for connecting expansion cards like 
graphics cards, network cards, sound cards, and hard disk controllers to a 
computer's motherboard. 

Key Features of PCI Bus: 

 Parallel Bus: It uses parallel transmission, meaning multiple bits are 
transferred simultaneously over multiple wires, increasing data transfer 
rates. 

 Plug-and-Play: PCI devices are designed to be easily installed and 
configured. The Plug-and-Play feature allows the computer to 
automatically detect and configure new devices. 

 Bus Mastering: PCI devices can act as bus masters, meaning they can 
directly access system memory and other devices without involving the 
CPU. This offloads tasks from the CPU and improves overall system 
performance. 

 Shared Bus: Multiple devices are connected to a single PCI bus, which can 
lead to contention and performance degradation under heavy load. 

Importance of PCI Bus: 

 Standardization: PCI provided a standardized interface for connecting 
expansion cards, allowing for greater flexibility and compatibility between 
different devices and motherboards. 

 Performance Improvement: By enabling direct memory access and parallel 
data transfer, PCI significantly improved the performance of computer 
systems compared to older bus standards like ISA and VLB. 

 Expansion Capabilities: PCI allowed users to easily add new hardware 
devices to their computers, such as faster graphics cards, high-speed 
network cards, and additional storage controllers. 

However, as technology progressed, the limitations of the PCI bus became 
apparent. Its shared bus architecture and relatively low bandwidth couldn't keep up 
with the increasing demands of modern hardware. This led to the development of 
PCI Express (PCIe), a high-speed serial bus that has largely replaced PCI in 
modern computers. 
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Q.6) Differentiate between multiprocessing and multiprogramming. 

Answer: Multiprocessing vs. Multiprogramming 

Multiprocessing and multiprogramming are two techniques used to improve the 
efficiency and performance of computer systems. While they both involve 
executing multiple tasks or processes, they differ in their underlying approach. 

Multiprocessing 

 Definition: Multiprocessing refers to the use of multiple processors or 
cores within a single system to execute multiple tasks simultaneously. 

 How it Works: Each processor can handle its own process independently, 
allowing for true parallel execution. This significantly increases the 
system's ability to handle multiple tasks at once. 

 Advantages:  

o Improved performance: Multiple tasks can be executed 
concurrently, leading to faster processing times. 

o Enhanced throughput: The system can handle a higher workload. 

o Increased responsiveness: Users experience less waiting time as 
tasks are processed more quickly. 

 Disadvantages:  

o Higher hardware cost: Requires multiple processors or cores. 

o Complex software: Operating systems and applications need to be 
designed to effectively utilize multiple processors. 

Multiprogramming 

 Definition: Multiprogramming involves executing multiple processes on a 
single processor by rapidly switching between them. 

 How it Works: The operating system allocates time slices to different 
processes, allowing them to share the CPU. When a process's time slice is 
exhausted, the OS switches to another process, creating the illusion of 
parallel execution. 

 Advantages:  

o Improved CPU utilization: By keeping multiple processes ready for 
execution, the CPU can be kept busy most of the time, reducing idle 
time. 

o Increased system throughput: More tasks can be completed in a 
given time period. 

 Disadvantages:  

o Context switching overhead: The OS incurs overhead when 
switching between processes, which can impact performance. 

o Limited parallelism: Only one process can execute at a time on a 
single processor. 
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Key Differences: 

Feature Multiprocessing Multiprogramming 

Hardware Multiple processors Single processor 

Execution True parallel 
execution 

Time-sharing of a single 
processor 

Performance Significantly higher 
performance 

Improved performance but 
limited by single processor 

Complexity More complex 
hardware and 
software 

Less complex hardware but 
requires sophisticated 
scheduling algorithms 

While both multiprocessing and multiprogramming aim to enhance system 
performance, multiprocessing offers true parallelism and significantly higher 
performance, while multiprogramming improves CPU utilization and throughput 
on a single processor system. 

 


